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In this paper, a new midcourse guidance algorithm for intercepting 

high-altitude targets is proposed. A part of the target flight path is 

outside the atmosphere. The maximum acceleration command is 

designed as a variable constraint that varies with altitude. This 

physical limitation is happened for the aerodynamically control 

interceptors at high altitudes because of decreasing air density. 

Based on a generalized incremental predictive control approach, a 

new formulation for parallel navigation guidance law is proposed. 

Using the nonlinear kinematic equations of the target-interceptor, the 

commands of the new guidance method are computed by optimization 

of a cost function involving the velocity perpendicular to the line of 

sight errors and guidance commands. An important feature of the 

proposed method is the minimization of the line-of-sight angular rate 

in a finite period of time. The various simulation results of the 

proposed guidance law show the higher effectiveness of the designed 

guidance law in comparison with proportional navigation and sliding 

mode guidance. 

 

Introduction 

Intercepting high-altitude targets in which a part of 

their flight trajectory is outside of the atmosphere 

is among the essential issues in today’s defence 

research. The most significant problems are the 

higher speed of targets relative to the interceptors 

and the high altitude of the engagement [1, 2]. For 

these situations, two groups of scenarios are 

proposed: 

In the first (Fig. 1), the engagement is head-on [3]. 

In this way, the interceptor approaches the target 

with an angle between their velocities that covers 

90 to 180 degrees. In the second, the interceptor is 
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in front of the target, and both move in the same 

direction [4-6]. In this scenario, the interceptor’s 

velocity is considered lower than the target 

velocity, and therefore, the target hits the 

interceptor from behind. In this engagement the  

relative closing velocity is decreased (Fig. 2). 

https://jast.ias.ir/article_172202.html
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Fig .1 Head-on engagement. 

 
Fig. 2 Head-pursuit engagement [5]. 

Various guidance methods for these interceptors 

have been developed. Some of them are based on 

non-linear control methods, such as sliding mode. 

Shima and Gulan [7] presented a guidance law 

based on the idea of parallel navigation and sliding 

mode theory, where the sliding surface is selected 

proportional to the line-of-sight (LOS) rate. Lee et 

al. [8] used the sliding mode control to design a 

guidance law with a specific capture region and 

finite time convergence. Sun et al. [9] proposed a 

guidance method with the capablity of adjusting 

desired impact angle using the back-stepping 

method. 

Optimal control methods are also used for 

designing guidance laws. Chen et al. [10] used the 

optimal control optimizing fuel consumption cost 

function. In the method proposed by Ryu et al. 

[11], the time-to-go is considered in the cost 

function, and the guidance command 

exponentially is decreased versus time-to-go. Lee 

et al. [12] studied the efficiency of a guidance law 

designed based on differential geometry against 

high-velocity targets using the Lyapunov Method. 

Jung et al. [13] has presented a guidance law based 

on the change of the velocity magnitude. This 

method consumes less fuel compared to the true 

proportional guidance method. Kim et al. [14] 

proposed a guidance method to minimize energy 

consumption using the feedback linearization 

method.  

Among the novel methods of designing and 

performing the guidance process, the 

reinforcement learning [15] approach can be 

enumerated. In this method, after learning the 

guidance system, the line-of-sight angle and its 

change rate are mapped directly to guidance 

commands by the learning system without using 

guidance law.  Gaudet et al. [16] was designed to 

integrate a guidance and control system for 

moving targets using a reinforced learning 

approach.  

In recent years, the predictive control strategy has 

been used to solve control problems. This method 

is based on the optimal solution in a finite time. 

The predictive control command is calculated 

using the system model to optimize the defined 

cost function during a limited time window named 

prediction horizon [17]. The significant capability 

of this method is the possibility of applying 

constraints on the system states [18]. In this 

method, an optimization problem must be solved 

at each step time.  Today, With advanced 

technologies on microprocessors this control 

method has been widely used [19-22]. Kung et al. 

[23] proposed an algorithm to plan a salvo attack 

against a stationary target using predictive control.  
Bachtiar et al. [24] proposed an integrated 

guidance and control approach for interceptors 

using non-linear predictive control. Wang and Hei 

[25] used the sliding mode theory and predictive 

control to design the guidance law.  

Generalized predictive control is one of the most 

applicable predictive control algorithms. A type of 

this family is the generalized incremental 

predictive control algorithm [26]. In this method 

the increment states are used in the model and the 

incremental form is performed.  

 Comparing this method with the generalized 

predictive control method shows that the GIPC has 

a higher robustness with respect to uncertainties 

and disturbances.  

The purpose of this paper is to present the 

midcourse guidance method for high-altitude 

targets interception. Since the increase in flight 

height decreases the aerodynamic forces and 

moments, the guidance time in the midcourse 

phase with aerodynamic control is finite. In 

addition, the guidance commands which executed 

by aerodynamic forces and moments must also be 

decreased. Therefore, the limit of the maximum 

guidance command should be a function of height 

in the process of guidance command generation.  

This paper presents a new guidance method based 

on an incremental predictive control approach.  
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The innovation of this method is introducing the 

incremental state-space model for guidance 

equations and then, defining a constrained cost 

function in order to optimize guidance commands 

using predictive control ideas in a limited time 

cycle.  

The advantage of this new method over other 

guidance approaches is zeroing the line-of-sight 

angular rate and compensating for the guidance 

error in a shorter time. Note that this interesting 

feature is very important. Moreover, in this new 

method, the maximum lateral acceleration 

executable by the interceptor, which varies with 

height, has been considered as a constraint in the 

cost function in order to generate the guidance 

commands. This variable constraint in the 

presented method is considered as a fixed 

saturation in other references. Simulations of 

different scenarios for interceptor’s flight show 

that this method is more accurate and efficient.  
The remainder of this paper is organized as 

follows. In section two, kinematic equations are 

described. Section three discusses calculating the 

constraint control command using predictive 

increment control. In section four, first, the 

extracted system models and then the designed 

algorithm is presented. In section five, resents 

some numerical results and validates the 

effectiveness of the approach. Finally, conclusions 

are given in section six. 

 Kinematic Equations of the Target–

Interceptor  

The planar interception geometry is depicted in 

Fig. 3. The corresponding nonlinear kinematics are 

given by [27]: 

(1) �̇� = 𝑉𝑅  

(2) �̇� =
𝑉𝜆
𝑅

 

(3) �̇�𝑀 =
𝑎𝑀
𝑉𝑀

 

(4) �̇�𝑇 =
𝑎𝑇
𝑉𝑇

 

(5) �̇�𝑅 =
𝑉𝜆
2

𝑅
+ 𝑎T sin(λ − γT)

− 𝑎M sin(λ − γM) 

(6) 
�̇�𝜆 =

−𝑉𝑅𝑉𝜆
𝑅

+ 𝑎𝑇 cos(𝜆 − 𝛾𝑇)   

−  𝑎𝑀cos (𝜆 − 𝛾𝑀)) 

where R is the relative range, λ is the line-of-sight 

angle, VM and VT are the velocity of the interceptor 

and the target, respectively. γM and γT are the flight-

path angles of the interceptor and target, 

respectively. αM and αT are interceptors and target 

acceleration, respectively. VR is the relative 

velocity along the line-of-sight and Vλ is the 

relative velocity perpendicular to the line-of-sight.  

 
Fig. 3 Engagement geometry 

Constrained Incremental Predictive Control 

method 

The linear state-space model of a discrete-time 

system has the following general form: 

(7) 𝒙(𝑘 + 1) = 𝑨𝒙(𝑘) + 𝑩𝒖(𝑘) 

(8) 𝑦(𝑘 + 1) = 𝑪𝒙(𝑘 + 1) 

where 𝑨 ∈ 𝑹𝑛∗𝑛, 𝑩 ∈ 𝑹𝑛 , and 𝑪 ∈ 𝑹𝑛 are the 

matrices of state-space, 𝒙 ∈ 𝑅𝑛 states, 𝒖 ∈ 𝑅𝑛 

control input, and 𝑦 ∈ R output of the system. nu is 

the control horizon and ny is the prediction horizon. 

The state-space differential equation is written as 

follows: 

(9) 𝛥𝒙(𝑘 + 1) = 𝑨 𝛥𝒙(𝑘)  +  𝑩 𝛥𝒖(𝑘) 

The state-space model is used to predict output in 

the future horizon. system-state space at time k+ny 

is needed to predict the ouput in the future horizon 

ny. If the states at time k are available, they can be 

predicted at time k+ny [26]. Output prediction is as 

follows: 

(10) 
�⃗⃗� 𝑘 = 𝒑𝑦0𝒙(𝑘) − 𝒑𝑦1𝒙(𝑘 − 1)

+ 𝑯𝑦∆�⃗⃗� 𝑘−1 

Where 𝐲 k is the system's predictive output vector 

and ∆�⃗⃗� k−1 is the input vector  

(11) �⃗⃗� 𝑘 =

[
 
 
 
 
𝑦(𝑘 + 1)
𝑦(𝑘 + 2)

.

.
𝑦(𝑘 + 𝑁𝑦)]

 
 
 
 

 

λ 

𝑉𝑇 

γT 

Interceptor 

 

𝑎𝑇 

Targe

t 
LOS 

𝑎𝑀 

𝑉𝑀 
 𝑅 

γM 



42/ 
 

 

 

M. Yavari, N.A. Ghahramani,R. Zardashti,J. Karimi Journal of  Aerospace Science and Technology 
Vol.16/ No. 2/ Summer- Fall 2023 

(12) ∆�⃗⃗� 𝑘−1 =

[
 
 
 
 

∆𝑢(𝑘)
∆𝑢(𝑘 + 1)

.

.
∆𝑢(𝑘 + 𝑛𝑢 − 1)]

 
 
 
 

 

(13) 𝑷𝑦0 = [

𝐶(𝐴 + 𝐼)

𝐶(𝐴2 + 𝐴 + 𝐼)
…

𝐶(𝐴𝑁𝑦 +⋯+ 𝐴 + 𝐼)

] 

(14) 𝑷𝑦1 = [

𝐶(𝐴)

𝐶(𝐴2 + 𝐴)
…

𝐶(𝐴𝑁𝑦 +⋯+ 𝐴)

] 

(15) 

𝑯𝑦

=

[
 
 
 
 
 

𝐶𝐵 0
𝐶(𝐴 + 𝐼)𝐵 𝐶𝐵

⋯
0
0

⋮ ⋱ ⋮

𝐶 (∑ 𝐴𝑖

𝑛𝑦−1

𝑖=0

)𝐵 ⋯ 𝐶 ( ∑ 𝐴𝑖

𝑛𝑦−𝑛𝑢

𝑖=0

)𝐵

]
 
 
 
 
 

 

The control command is calculated in predictive 

control by minimizing the predictive output 

deviation from the reference signal and the 

minimum control effort. It is performed by 

defining and minimizing the following cost 

function.  

(16) 
𝐽 = (𝒀𝑘 − 𝒀𝑅)

𝑇𝑹𝑦(𝒀𝑘 − 𝒀𝑅)

+ ∆𝑼𝐾−1
𝑇𝑹𝑢∆𝑼𝐾−1 

Where YR is the future desired output vector, YK is 

the predictive output vector, ∆𝑼 is the incremental 

input command, Ry is the positive semidefinite 

output weight matrix, and Ru is the positive-

definite input weight matrix. If there exist some 

constraints in the system model, they should be 

considered in the cost function minimization. The 

input constraints can be expressed by [28]: 

(17) 𝑴∆𝒖𝑘−1 ≤ 𝑵 

(18) 

𝑴 = [

𝑻
−𝑻
𝑰
−𝑰

] ,

𝑁 =

[
 
 
 
 1⃗
 𝒖𝑚𝑎𝑥 − 𝒖(𝑘 − 1)1⃗ 

1⃗ 𝒖𝑚𝑎𝑥 − 𝒖(𝑘 − 1)1⃗ 

1𝑑⃗⃗ ⃗⃗ 𝒖𝑚𝑎𝑥

1𝑑⃗⃗ ⃗⃗ 𝒖𝑚𝑎𝑥 ]
 
 
 
 

 

Where T is an nu*nu lower triangular matrix whose 

entries are ones, and 1⃗  is an nu vector, whose 

entries are ones. The control signal is obtained 

from equation (19).  

 (19) 

∆𝑼 = 𝑲𝐺𝐼𝑃𝐶(𝑯𝑦
𝑇𝑹𝑦(𝑹 − 𝑷𝑦0𝒙(𝑘)

+ 𝒑𝑦1𝒙(𝑘 − 1)

−𝑴𝑇𝜆∗)) 

(20) 𝑲𝐺𝐼𝑃𝐶 = (𝑹𝑢 + 𝑯𝑦
𝑇𝑹𝑦𝑯𝑦)

−1
 

The optimal Lagrange multipliers λ* is calculated 

using Quadratic Programming.  

Design of Guidance Algorithm Using the 

Constrained Incremental Predictive Control 

Method 

In the present study, the guidance algorithm for an 

interceptor with height-varying acceleration 

constraint is presented. this algorithm is 

implemented based on the parallel navigation idea 

(nullify the line-of-sight rate) and using the 

constrained incremental predictive control 

method.  

Discretization of Motion Equations 

State variables of the motion equations are as 

follows: 

(21) 𝒙 = [𝑅, 𝑉𝑅, 𝜆, 𝑉𝜆, 𝛾𝑀] 
 

According to equations (1)-(6) and (21) the system 

can be formulated as: 

(22) �̇�1 = 𝑥2 

(23) 
�̇�2 =

𝑥4
2(𝑡)

𝑥1(𝑡)
− sin(𝑥3(𝑡) − 𝑥5(𝑡))𝑢

+ 𝑎𝑇 sin(𝜆 − 𝛾𝑇) 

(24) �̇�3 =
𝑥4(𝑡)

𝑥1(𝑘)
 

(25) 

�̇�4 = −
𝑥2(𝑡)𝑥4(𝑡)

𝑥1(𝑡)
− cos(𝑥3(𝑡)
− 𝑥5(𝑡)𝑥)𝑢
+ 𝑎𝑇 cos(𝜆 − 𝛾𝑇) 

(26) �̇�5 =
𝑢

VM
 

 

To design the guidance method based on 

constrained incremental predictive control 

method, state equations of the system should be 

modeled in discrete time form. Discretization is 

performed using the Euler Method. Assuming that 

the target is without maneuver, the target 

acceleration is ignored here.  
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(27) 𝑥1(𝑘 + 1) = 𝑥1(𝑘) + 𝑑𝑡(𝑥2(𝑘)) 

(28) 

𝑥2(𝑘 + 1) = 𝑥2(𝑘)

+ 𝑑𝑡 (
𝑥4
2(𝑘)

𝑥1(𝑘)

− sin(𝑥3(𝑘)

− 𝑥5(𝑘))𝑢) 

(29) 𝑥3(𝑘 + 1) = 𝑥3(𝑘) + 𝑑𝑡 (
𝑥4(𝑘)

𝑥1(𝑘)
) 

(30) 

𝑥4(𝑘 + 1) = 𝑥4(𝑘)

+ 𝑑𝑡 (−
𝑥2(𝑘)𝑥4(𝑘)

𝑥1(𝑘)

− cos(𝑥3(𝑘)

− 𝑥5(𝑘)𝑥)𝑢) 

(31) 𝑥5(𝑘 + 1) = 𝑥5(𝑘) + 𝑑𝑡 (
1

𝑉𝑀
𝑢) 

where dt is the time of discretization and has vaue 

of 10 milliseconds. As seen, the equations of the 

system are non-linear and should become linear. 

The linearized equations after the linearization 

process are as follows: 

(32)  𝒙(𝑘 + 1) = 𝒙(𝑘) + 𝑑𝑡𝑓(𝒙(𝑘), 𝒖(𝑘)) 

(33) 
∆𝒙(𝑘 + 1) = ∆𝒙(𝑘) + 𝑑𝑡

𝜕𝑓

𝜕𝑥
∆𝒙(𝑘)

+ 𝑑𝑡
𝜕𝑓

𝜕𝑢
∆𝒖 

(34) 
∆𝒙(𝑘 + 1) = (𝐼 + 𝑑𝑡

𝜕𝑓

𝜕𝑥
)∆𝒙(𝑘)

+ 𝑑𝑡
𝜕𝑓

𝜕𝑢
∆𝒖 

 

 

 

 

 

(35) 

 

  

𝜕𝑓

𝜕𝑥
=

[
 
 
 
 
 
 
 
 
0 1 0

−
𝑥4
2

𝑥1
2 0 −𝑢 cos(𝑥3 − 𝑥5)

−
𝑥4

𝑥1
2 0 0

𝑥2𝑥4

𝑥1
2 −

𝑥4
𝑥1

𝑢 sin(𝑥3 − 𝑥5)

0 0 0

… 

 

       

0 0

2
𝑥4

𝑥1
𝑢 cos(𝑥3 − 𝑥5)

1

𝑥1
0

−
𝑥2

𝑥1
−𝑢 sin(𝑥3 − 𝑥5)

0 0 ]
 
 
 
 
 
 

 

(36) 

 

𝜕𝑓

𝜕𝑢
=

[
 
 
 
 
 

0
−sin (𝑥3 − 𝑥5)

0
−cos (𝑥3 − 𝑥5)

1

𝑉𝑚 ]
 
 
 
 
 

 

Stability Analysis 

In this section, sufficient conditions for the 

asymptotic stability of the proposed method are 

described. Assume that at current sample time k, 

the future of the control trajectory ∆𝒖𝑘+𝑖|𝑘  , 𝑖 =

0,1,… , 𝑛 − 1 is optimized by minimizing the cost 

function: 

(37) 

𝑱

=∑ (𝒚𝒌+𝒊|𝒌 − 𝒚𝒌+𝒊|𝒌
𝒓 )𝑻

𝒏

𝒊=𝟏
𝑹𝒚(𝒚𝒌+𝒊|𝒌

− 𝒚𝒌+𝒊|𝒌
𝒓 )

+∑ (∆𝒖𝒌+𝒊)
𝑻

𝒏−𝟏

𝒊=𝟎
𝑹𝒖(∆𝒖𝒌+𝒊) 

As a result of zeroing reference, the cost function 

can be simplified as 

(38) 

𝑱

=∑ (𝒚𝒌+𝒊|𝒌)
𝑻

𝒏

𝒊=𝟏
𝑹𝒚(𝒚𝒌+𝒊|𝒌)

+∑ (∆𝒖𝒌+𝒊)
𝑻

𝒏−𝟏

𝒊=𝟎
𝑹𝒖(∆𝒖𝒌+𝒊) 

After calculate future input ∆𝑼𝑘, Only the first 

sample ∆𝒖𝑘is implemented. Closed-loop stability 

is based on a constraint, which is 𝑦𝑘+𝑛|𝑘=0. 

Algorithm stability is summarized in the following 

theorem. This theorem and assumptions are 

described in [28, 29]  

Theorem - Consider the cost function (38) and 

assume that 

1- Constraint is specified as 𝑦𝑘+𝑛|𝑘 = 0 where 

𝑦𝑘+𝑛|𝑘 is the terminal output resulting from 

the control sequence   ∆𝒖𝑘+𝑖−1,  𝑖 = 1,2, … , 𝑛.  

2- for each sampling instant k there exists a 

solution ∆𝒖𝑘   such that the cost function J is 
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minimized subject to the equality constraint 

𝑦𝑘+𝑛|𝑘=0. 

Subject to the assumptions, the closed-loop model 

predictive control system is stable.  

Proof. The key to the stability result is to choose 

the cost function  (38) as the Lyapunov function 

(39) 

𝒗(𝒙(𝒌), 𝒌)

=∑ (𝒚𝒌+𝒊|𝒌)
𝑻

𝒏

𝒊=𝟏
𝑹𝒚(𝒚𝒌+𝒊|𝒌)

+∑ (∆𝒖𝒌+𝒊)
𝑻

𝒏−𝟏

𝒊=𝟎
𝑹𝒖(∆𝒖𝒌+𝒊) 

It is seen that 𝑣(𝑥(𝑘), 𝑘) is positive definite. At 

time k+1, the Lyapunov function becomes : 

 
(40) 

𝒗(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏)

=∑ (𝒚𝒌+𝟏+𝒊|𝒌+𝟏)
𝑻

𝒏

𝒊=𝟏
𝑹𝒚(𝒚𝒌+𝟏+𝒊|𝒌+𝟏)

+∑ (∆𝒖𝒌+𝟏+𝒊)
𝑻

𝒏−𝟏

𝒊=𝟎
𝑹𝒖(∆𝒖𝒌+𝟏+𝒊) 

We need to make a link between the Lyapunov 

function at sample time k + 1 and the function at 

sample time k. For each sample time obtaining the 

optimal input command sequence, ∆�̅�(𝑘+1) define 

as follow: ∆�̅�(𝑘+1) is input command sequence at 

time k+1 which predict in time k and the final state 

is replaced with zero.  

  

(41) 
∆�̅�(𝑘+1)  = {

∆𝒖(𝑘 + 1|𝑘), ∆𝒖(𝑘 + 2|𝑘), … ,

∆𝒖(𝑘 + 𝑛 − 1|𝑘), 0
} 

Because of optimality in the solution of  ∆𝑈𝑘+1, it 

is seen that: 

(42) 𝒗(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏)
≤ �̅�(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) 

where �̅�(𝒙(𝑘 + 1), 𝑘 + 1) is similar to (40) except 

that the control sequence is replaced by the 

feasible sequence ∆�̅�(𝑘+1).  

(43) 
𝒗(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) − 𝒗(𝒙(𝒌), 𝒌)

≤ �̅�(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) 
− 𝒗(𝒙(𝒌), 𝒌) 

Note that because the �̅�(𝒙(𝑘 + 1), 𝑘 + 1) and 

𝑣(𝒙(𝑘), 𝑘)  shares the same control sequence and 

the same state sequence for the sample time 𝑘 +
1, 𝑘 + 2,… , 𝑘 + 𝑛 − 1, the difference between 

these two functions is 

(44) 

�̅�(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) − 𝒗(𝒙(𝒌), 𝒌)

= (𝒚𝒌+𝒏|𝒌)
𝑻𝑹𝒚(𝒚𝒌+𝒏|𝒌)

− (𝒚𝒌+𝟏|𝒌)
𝑻𝑹𝒚(𝒚𝒌+𝟏|𝒌)

− (∆𝒖𝒌)
𝑻𝑹𝒖(∆𝒖𝒌) 

From the first assumption, we have 

(45) 
�̅�(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) − 𝒗(𝒙(𝒌), 𝒌)

= −(𝒚𝒌+𝟏|𝒌)
𝑻𝑹𝒚(𝒚𝒌+𝟏|𝒌)

− (∆𝒖𝒌)
𝑻𝑹𝒖(∆𝒖𝒌) 

Hence, the difference of the Lyapunov function is 

(46) 
𝒗(𝒙(𝒌 + 𝟏), 𝒌 + 𝟏) − 𝒗(𝒙(𝒌), 𝒌)

≤ −(𝒚𝒌+𝟏|𝒌)
𝑻𝑹𝒚(𝒚𝒌+𝟏|𝒌)

− (∆𝒖𝒌)
𝑻𝑹𝒖(∆𝒖𝒌) < 𝟎 

which we see is negative. Hence, we have 

established the asymptotic stability of the 

proposed algorithm. 

Simulation Results 

To intercept the target, the rate of the line-of-sight 

rotation, or in other words, the relative velocity 

perpendicular to the line-of-sight, should be zero 

according to the parallel navigation idea. Vλ is 

considered the system output, according to the 

system equations (22-26). Therefore, the future 

desired output vector YR, must be zero. The 

acceleration command generated by the predictive 

guidance causes Vλ to become zero.  

(47) 
𝐽 = (𝒀𝑅 − 𝒀𝐾)

𝑇𝑅𝑦(𝒀𝑅 − 𝒀𝐾)

+ ∆𝑼𝐾−1
𝑇𝑅𝑢∆𝑼𝐾−1 

 (48) 𝑦 = [0 0 0 1 0][𝑅, 𝑉𝑅 , 𝜆, 𝑉𝜆, 𝛾𝑀] 

The maximum lateral accelratoin of the considered 

interceptor at sea level is 150 m/s2. Fig. 4 

illustrates acceleration constraint versus altitude. 

In this study, the maximum lateral acceleration 

constraint has been considered a function of 

height. The maximum lateral acceleration is 

calculated by equation (49) [30]. 

(49) 𝒂𝒛_𝒎𝒂𝒙 =. 𝟓𝝆𝑽𝑴
𝟐𝒔𝒄𝒛𝒎𝒂𝒙/𝒎 

the interceptor velocity (VM), normal force 

coefficient (czmax), weight (m), and reference 

area(s), are considered to be fixed. the maximum 

acceleration depends on air density which is 

described by equation 50. 
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(50) 

𝑎𝑧_𝑚𝑎𝑥

=

{
 
 
 
 

 
 
 
 150.0132(

287.827

287.827 − 0.0065ℎ
)
−4.258

                                                      0 ≤ ℎ < 11000

44.4927𝑒
284.0406(11000−ℎ)

1798616.229
 

                                       11000 ≤ ℎ < 25000

4.8798 (
216.327

216.327 + 0.001033 ∗ (ℎ − 25000)
)
34.0714

  

                                    25000 ≤ ℎ < 60960  }
 
 
 
 

 
 
 
 

 

 

 
Fig. 4 Acceleration constraint 

Numerical simulations are presented to investigate 

the characteristics and the performance of the 

proposed guidance law. The results are compared 

with proportional navigation and sliding mode 

guidance law with a finite time convergence [8]. In 

the simulation performed by this reference, the 

target’s velocity is higher than that of the 

interceptor, and the engagement is head-on. 

In this method, the line-of-sight rotation rate turns 

zero in a finite time. Simulations were performed 

in a MATLAB environment. Later, we will find 

that the method proposed in this study zeros the 

line-of-sight rotation rate faster than the method 

presented in the reference [8].  

The initial position of the interceptor is xm(0) = 0, 

ym(0) = 0. Its initial velocity and flight-path angles 

are Vm = 1200 m/sec and γM=90 deg respectively. 

The initial position of the target is xt(0) = 100 km 

and yt(0) = 500 km. Its initial velocity and flight-

path angles are  Vt = 3000 m/sec and γt = -100 deg 

respectively. In continuation, the simulation 

results will be discussed. All the simulation results 

were carried out using a corei7 processor with a 

discretion time of 10 msec.  

Comparison between the Unconstrained and 

the Constraint Algorithm 

Interceptor accelerations in unconstrained and 

constraint modes are shown in Fig. 5. In the 

unconstrained mode, the maximum acceleration is 

189 m/sec². As increasing the height decreases the 

maximum acceleration in a constraint mode. The 

line-of-sight angle is shown in Fig 6. The changes 

in this angle converge to zero faster without 

constraint.  

 
Fig. 5 Acceleration command 

 
Fig. 6 Los angle  

The relative range between the interceptor and the 

target is shown in Fig. 7. In both methods 

interceptor acceptably approaches the target.  
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Fig. 7 Relative range 

Comparing the Proposed Algorithm with Other 

Methods 

In this section, the performance of the designed 

guidance through two proportional and sliding 

mode methods with a finite time convergence [8] 

is compared.  

First, the proposed constraint algorithm is 

compared with the two other methods with no 

restriction in the acceleration command. The 

simulation results for the three guidance laws are 

shown in Fig. 8-10 The acceleration command is 

shown in Fig. 8. The acceleration profile plots 

show that The proposed method produces greater 

acceleration command at the beginning of 

guidance than the others. The acceleration 

command is non-zero until reaching the target in 

the proportional navigation method; however, the 

new method acceleration command immediately 

converges to zero.  

 
Fig. 8  Acceleration command 

. 

The line-of-sight angle and its rate are shown in 

Figs 9 and 10, respectively. In the proposed 

method, line-of-sight angle variations converge to 

zero faster.  

 The large acceleration of the proposed method at 

the beginning of the guidance process causes the 

interceptor to be on the collision course. All three 

ways acceptably approach the target. The 

constrained law cannot maneuver in high altitudes; 

however, this limitation does not exist in others.  

 
Fig. 9 LOS angle 

 
Fig. 10  LOS angular rate 

In the second comparison, altitude-dependent 

acceleration saturation has been considered on the 

command produced by the other two methods.  

The interceptor’s acceleration command is shown 

in Fig. 11. Increasing the height, decreases in 

atmosphere density, so the interceptor cannot 

correctly perform the guidance commands. This is 

quite evident in the performance of proportional 
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guidance and sliding mode (comparing Figs 11 and 

8). Considering the guidance error compensation 

at the beginning of the process in the proposed 

method, guidance commands converge to zero 

after five seconds.  
The relative range between the interceptor and 

target is shown in Fig. 12. The proposed method 

approaches the target while the others miss it.  

 
Fig. 11 Actual acceleration  

 
Fig. 12 Relative range 

The line-of-sight angle is shown in Fig. 13. The 

interceptor does not execute the guidance 

commands in the proportional method and sliding 

mode due to its height; therefore, the line-of-sight 

angle changes increase when approaching the 

target. In the proposed method, the line-of-sight 

rotation rate turns zero at the beginning of 

guidance.  

 
Fig. 13 LOS angle 

The interceptor and target position is shown in Fig. 

14. The interceptor’s course correction at the 

beginning of guidance is shown in the magnified 

figure. The proposed method corrects the course at 

the beginning of the movement.  

 
Fig. 14 Trajectories of interceptor and target 

Conclusions 

This paper proposed a new midcourse guidance 

method for intercepting high-altitude targets. The 

proposed method is based on constrained 

incremental predictive control.  

The benefits of the proposed algorithm are:  

• at the beginning of the guidance process, a large 

acceleration command is produced which 

compensates the guidance error rapidly.  

• The system constraints are considered in order to 

generate the constrained guidance command 

(maximum acceleration command is a function 

of interceptor height). 

• Simulation results show that the guidance error 

converges to zero in a finite time. Comparing the 

proposed method with proportional navigation 

guidance and sliding mode guidance, it can be 
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seen that the presented algorithm is more 

efficient and accurate than the others. 
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